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INTRODUCTION TO THE MONTE CARLO TECHNIQUE 

The Monte Carlo simulation of midcourse guidance known as TAPP-II is 

basically an error-analysis tool. 

tion of accuracies after multiple midcourse correction, (2)  the estimation of 

velocity requirements for midcourse corrections, and (3) the comparison of 

various midcourse guidance schemes, 

Three of i t s  applications a r e  (1) the estima- 

A Monte Carlo simulation has been chosen as the most  convenient means  to 

cope with the difficulties that arise in the e r r o r  analysis of multiple-correction 

midcourse guidance. The necessity of handling non-gaussian distributions was 

the motivation for previous simple Monte Carlo simulations, but the additional 

problems involved in analyzing complicated guidance schemes and the effects of 
e r r o r s  in physical constants require a more  sophisticated program. 

The Monte Carlo e r r o r  analysis technique is essentially an empirical  

method fo r  determining the statistical properties of the variables of in te res t  in  

a particular system. A mathematical model is used to determine the sample 

values of these variables by selecting values f o r  the random inputs that are used. 
F o r  each se t  of random inputs chosen, the corresponding outputs of the model 

are calculated. 

desired statist ics of the outputs a r e  computed. 

After a large number of samples have been calculated, the 

The model used must be of sufficient complexity to simulate the actual sys-  
tem accurately, but i t  must  a lso allow rapid calculation of many samples, since 

the confidence in  the results increases  with the number of samples. An analytic 

model (rather than one involving integration) is often used, since i t  is sufficiently 

accurate for  e r r o r  analysis and allows rapid computation. The model may even 

be linearized in stages, as i t  i s  in TAPP-II. 

Samples of random variables with any desired distribution can be generated 

with the Random Number Generator (a computer program). 

random variables a r e  usually assumed to be Gaussian. 
formation of a set  of Gaussian variables is a l so  Gaussian, i t  is possible to s t a r t  

with correlated Gaussian variables instead of independent Gaussian variables. 

The independent 

Since any l inear  trans- 
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This often substantially reduces the number of variables considered. 

program known as the Random Vector Generator produces sample se t s  of 
cor related variables. 

A 

A convenient method of analyzing the resul ts  of a Monte Carlo simulation 

is to form cumulative distributions of the variables of interest, but sample 

means, variances, and correlation coefficients can also be calculated if  they 
are desired. 
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SUMMARY OF CURRENT CAPABILITIES 

The Monte Carlo midcourse simulation is programmed in  several  sub- 
routines so that changes o r  additions can be made easily. 

capabilities of the program a r e  summarized here to form a basis for the 

detailed explanations to follow. 

A. 

The current 

CHARACTERISTICS OF THE CORRECTION LOGIC 

1. 

simulated. 

2. 

A maximum of ten midcourse corrections a t  fixed times can be 

Any type of mis s  for which TAPP can calculate the partial  derivatives 

can be used. 

six components and no fewer than three components. 

ficient to fully define the trajectory, and a t  least  three components of miss 

mus t  be used to allow calculation of three components of correction velocity. 
Crit ical  plane corrections a r e  not used. 

The only restrictions a r e  that the mis s  can have no more  than 

Six components a r e  suf-  

3. The correction velocity is calculated to minimize the weighted sum of 

squares of the miss  components remaining after the correction. This allows 
calculation of corrections for  more than three m i s s  components and gives the 

usual unique value when only three components a r e  used. 

4. The execution e r r o r  model consists of a bias (shutdown or  control 

system) e r r o r  and a proportional (accelerometer or  angle) e r r o r  in  each of 
th ree  mutually perpendicular directions. 

cor  r ec ti ons . 
B. TRACKING 

E r r o r s  can be correlated between 

,--- ~ 

1. Tracking knowledge in  t e r m s  of the full state vector (position, velocity, 

and physical constants) is used in  order  to simulate the real-t ime process  

accurately. 

2. A prior i  knowledge is used in each estimate of the state vector in the 
I 

same manner a s  i t  would be used in rea l  time. I 

I 

I 



C. EFFECTS OF ERRORS IN PHYSICAL CONSTANTS 

4 

1. 'The effects of inaccurate knowledge of physical constants a r e  included 

in the trajectory calculations and, therefore, in tracking estimation. 

2. Physical constants that a r e  to be measured by tracking a r e  included in  

the state vector used in the guidance logic. 

D. STATISTICS OF RANDOM VARIABLES 

1. 

true values, and may be erroneous. 

2. 

The covariance matrices used in the logic a r e  always estimates of the 

The covariance matrices used to generate the random variables a r e  

the "true" values. 

E. OUTPUTS 

The outputs of the program a r e  sample cumulative distributions of the 
f 011 owing variable s : 

1. 

2. 

3. 

4. 

5. 

Components of actual weighted mis s  before each correction. 

Magnitude of actual weighted mis s  before each correction. 

Magnitude of correction velocity actually f i red a t  each time. 

Components of actual weighted final miss .  

Magnitude of actual weighted final miss. 

6. Total midcourse velocity actually fired. - 
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DETAILS OF THE MIDCOURSE GUIDANCE PROBLEM 

In order  to understand the model and equations used in the simulation, i t  
is f i r s t  necessary to understand the logic of the midcourse guidance problem. 

A brief description of a generalized midcourse guidance scheme is presented 

here  to form a basis for the explanation of the simulation. 

In the description of any midcourse guidance scheme i t  i s  necessary to 

make a distinction between variables that occur in  the physical o r  "real" world 

and those that occur in the guidance logic. 

only estimates of the physical variables. 

a r e  only estimates of the physical situation. 

world simulation must be correct  to the best knowledge available, but the equa- 

tions used for  the guidance logic need only to be identical with the ones used in  

the real- time logic being simulated. That is, i f  inaccurate guidance equations 
a r e  used the results w i l l  still be correct  fo r  that inaccurate guidance system; 

In all cases, the logic variables a r e  

Even the statistics used in  the logic 

The equations used for  the physical 

but if inaccurate physical equations a r e  used the results will not be cor rec t  for  
any guidance system. 

The following l is t  describes the flow of information in  the generalized 

midcourse guidance scheme diagrammed in  Figure 1. 

I )  The injection conditions and physical constants determine the 
trajectory before any corrections a r e  made. 

The trajectory parameters a t  the f i r s t  correction time a r e  
determined by the injection conditions and physical constants. 

The tracking observations can be considered to be functions of 
position, velocity, and physical constants a t  any time along the 
free-flight trajectory. It is particularly convenient, however, 
to use the correction time under consideration as epoch 
(reference time). 

The tracking observations have random e r r o r s  which a r e  assumed 
to add to the observations that correspond to the trajectory. 

The tracking estimate of trajectory parameters  and some physical 
constants is formed by operating on the observations. 

The a priori  estimate f o r  the parameters  a t  time 1 is that they 
are all nominal. 

2) 

3) 

4) 

5) 

6 )  
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I 7)  The a pr ior i  estimate is combined with the tracking estimate to 
I produce the final values on which the correction to be commanded 

is based. 

The midcourse guidance logic operates on the combined estimate 
in order to determine the correction velocity to be commanded. 
In a fixed-time logic, a correction is always fired, but in a 
variable-time logic the decision may be to wait for more tracking 
data before firing. 

8 )  

9 )  When a correction i s  commanded, random e r r o r s  in magnitude and 
direction of the f i r ing  occur. 

The correction fired is the commanded correction plus the random 
execution e r r o r s  . 
The trajectory parameters before the second correction time a r e  
determined by the parameters before the f i r s t  correction, physical 
constants, and the f i rs t  correction. 

IO) 

11) 

12) Tracking observations a r e  obtained in  the second interval just  as 
. . they were in the first. 

13) Tracking noise is again present. I ~ 

14) The second tracking estimate is formed in the same manner as the 
first.  

I 

I 

15) The a pr ior i  estimate of the parameters  a t  t2 is formed by using 
the estimate of the parameters a t  t l  plus the commanded cor- 
rection as initial conditions fo r  the period from t l  to t2. 

The combined estimate of the parameters  a t  t2 is formed in the 
same manner as a t  t and the sequence continues until the l a s t  
possible correction time i s  used. 

16) 
1' 

, I  . 
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ANALYTIC MODEL USED 

A linear perturbation model i s  used in  the simulation. The trajectory a t  
each time is described by the variation of a state vector from i t s  reference 
value for that time. 

The state vector used consists of position, velocity, and physical constants. 
Station locations o r  any other parameters of in te res t  can be included in the 

category of physical constants (provided that they a r e  constant a t  all  times along 

each sample trajectory). 

The variation of the state vector a t  any time i s  assumed to be linearly 

related to the variation of the state vector a t  any  other time. 

derivatives necessary to specify this relation a r e  calculated from a reference 

trajectory, which is the result of calculating a trajectory from the reference 
injection conditions with the reference physical constants.. 

The partial  

The word "nominal" is not used to descr ibe the reference trajectory, since 

i t  tends to confuse the notation. 

linearization, and is not necess'arily the " optimum" or  "correct" trajectory. 
The reference trajectory is only the basis for 

i 
Table 1 summarizes the symbols used in the Monte Carlo simulation. 



X 

0 P 

Z 

9 

Table 1. List  of Symbols 

= vector of position and velocity 

= vector of physical constants that a r e  to be estimated 
from tracking data 

= vector of physical constants that a r e  not estimated 
from tracking . 

6X' 6Y, bZ = variations of X8 Y, Z f rom the reference values 

6xAi0 "Ai# = actual values of 6X, 6Y, and 6 2  before the i-th 
correction 

6xpi' 6Ypi = a pr ior i  values of 6X and 6Y f o r  the i - th  correction 

6 x ~ i 8  'YEi 

vi 

&Vi 

' Eo 

= estimatedvalues of 6X, 6Y before the i - th  correction 

= velocity commanded for i- th correction 

= e r r o r  in executing commanded velocity 

= actual covariance matr ix  of 6xA00 "AOO "A0 

AO' 6YA0 = estimate of covariance mat r ix  of 6X 

Pi' "Pi = estimate of covariance mat r ix  of 6X 

* 

L .  

I 

Ei' 6YEi = estimate of covariance mat r ix  of 6X 

= estimate of covariance mat r ix  of 6V i 

= actual covariance matr ix  of execution e r r o r s  that a r e  
independent be tween corrections 

= estimated covariance mat r ix  of execution e r r o r s  that 
a r e  independent between corrections 

= actual covariance matr ix  of execution e r r o r s  that a r e  
constant f o r  all corrections 

'Ai 

'i 

*O 

M = miss in  usual units 

= tolerance of j- th component of M 

N 
' R  

i 
k 

: I 

= miss in units of tolerances 

= number of midcourse corrections 

= number of random cycles 
= correction number 

- = cycle number 
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EQUATIONS 

The equations used in the simulation can conveniently be considered in 

relation to Figure 1. In the following explanation, the equations will be 
identified with the numbers of the corresponding blocks in the diagram. 

1. Injection Conditions 

The deviations of the actual injection conditions and physical constants f rom 

the reference values a r e  selected randomly with the covariance matr ix  Eo. 
2. Deviations a t  Time 1 

The deviation of the state vector f rom the reference value a t  each time is 

assumed to be linearly related to the deviation a t  the previous time. 

f i rs t  midcourse correction time 
F o r  the 

6YA1 = 6YA0 

where 

6X = deviations of position and velocity f rom the reference 
value 

6Y = deviations of the measured physical constants f rom 
the reference values 

62 = deviations of the unmeasured physical constants 
from the reference values 

The subscript  A means actual ( ra ther  than estimated) value, and the 

subscript i means a t  the i- th time (here 0 o r  1). 

Since the physical constants always have the same value regardless  of the 

The subscript  is desirable, however, for  
time along the trajectory i t  may seem unnecessary to use a subscript to indicate 

the time which is  being considered. 



I 

two reasons. 

and velocity vector. 

respect to physical constants a r e  evaluated with the deviation acting over a 

F i rs t ,  i t  is consistent with the necessary subscript on the position 

Second, the subscript emphasizes that the partials with 

bX3 

bY2 
specific interval. For  example - i s  used to calculate the deviation in X 

a t  time 3 caused by a deviation in  Y acting from time 2 to time 3. 

time subscript were not used on Y, 

as 

If the 
then the partial  would probably be written 

which is clearly ambiguous, since the interval over which 6Y i s  bX3 
d y ,  

assumed to act is not specified. 

3. 4. Tracking Observations 

The deviations of the tracking observations from the reference values are 
assumed to be linearly related to the deviation of the state vector and to the 
tracking noise by the equation 

where 

= deviations of observation during the interval between 
time 0 and time 1 

= tracking noise during the interval between time 0 

6Ro*1 

and time 1 . .  

The tracking noise is random with covariance matr ix  Mo, (In the 

program the observation deviations a r e  not actually calculated. ) 
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5. Tracking Estimate 

The tracking estimate (indicated by the T subscript) used in the normal  
weighted-least-squares estimate and is given by 

0 W = the weighting mat r ix  for the observations from 
time o to time 1 

T T T 
(A W)l  and (A W B ) l  follow the same simplified notation used in (A WA)l. 

The usual least-squares estimate of orbit parameters  uses  the beginning of 

the tracking interval or some ear l ier  time as epoch. 
lation, however, i t  is convenient to have epoch a t  the end of the tracking interval, 

that is, a t  the correction time being considered. 

epoch shift is to update the normal mat r ix  before calculating the estimate. 

equation used for  updating the normal mat r ix  is (Reference 4). 

F o r  the midcourse simu- 

One way to accomplish the 

The 

l o  , I  

. .  * . ' . .  
. .. . . .  

. .  

4 dXi 



13 

The equations for  updating the noise effect covariance matr ix  

i- 1, i i -1 , i  
(A WMWA)i - to ( A ~ W M W A ) ~  and for updating the physical constant 

T 

. 
. i -1,i  i- 1, i-., 

to (AT WB) effect matrix (A WB) have the same form. 

6. The a prior i  estimate K:Z:J fo r  the deviations a t  the end of the tracking 

period is zero, since the mean of the distribution is  the best estimate in  the 

absence of tracking data. 

injection covariance matrix updated to time 1, and is  given by the equation 
The covariance matr ix  of this estimate is  simply the 

' T  
L l  = Qo. 1 Eo *o, 1 

... - . .. . -. . .  - 

where 

- 
*o, 1 

aX1 dxl 
b7i-, dxg 

0 f - 
t 

'and co is the estimate of the injection covariance matr ix  (including the 

physical constants to be measured with tracking). 

7.  16. Combined Estimate of Deviations 

For the combined estimate, the tracking estimate and the a pr ior i  estimate 

are combined as if they were statistically independent. 
matrix of the combined estimate f o r  the i - th  time is 

The estimated covariance 

l - l  
c '= F - l  t (A'WAli 
E3 pi 

-1 T where (A WA)i is used a s  the covariance matr ix  of the tracking estimate. 

4 
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This is correct  if the weighting matrix is the inverse of the noise covariance 

matr ix  and 6 2  = 0. 

in order to agree with the usual practice. 

logic used in the simulation should agree with the real-t ime logic, whether i t  

Otherwise i t  is not the best estimate, but i t  is used here  

It must  be remembered that the 

is optimum or not. 

The combined estimate i s  given by 

. .  . .  

T 
(A WN)i is the tracking noise effect and is random with Fovariance matr ix  

T (A WMWA)i where M i s  the covariance matr ix  of N. 

8. Commanded Correction Velocity 

The command correction velocity is calculated to minimize the weighted 

sum of the squares of the components of miss. Since there a r e  only three 
degrees of freedom a t  each correction time, only three components of mi s s  

can possibly be corrected a t  one time. 
be chosen to minimize the sum of squares of more than three miss  components. 
At most. six components of miss wi l l  be required, since six components fully 

- 

However, the velocity components can 

- 
define the trajectory. Fo r  example, position and velocity at  the nominal time 
Of a r r iva l  can be used a s  the six components of miss .  
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If only three components of miss a r e  used, the least-squares correction 

will  nominally reduce the miss  to zero. 
be used with this system. 

Fewer than three components cannot 

The estimated m i s s  before the i - th  correction is 

The quantity to be minimized is 

bM 
1 

where . -  

= diagonal weighting matr ix  for mis s  = =[*I 
t. = tolerance on the j - th  component of m i s s  
1 

The resulting commanded velocity is  

'i = -[(")'T avi E]-' b Vi (=)= dVi T Ma 

Since the weighting matrix (T) f o r  mi s s  is diagonal, i t s  effect can be taken 

into account by dividing each miss  partial  by the tolerance for  the corresponding 

component of miss. 

tions required and therefore saves computing time. 

This procedure reduces the number of mat r ix  multiplica- 

9. Execution E r r o r s  . I  

The 'e r rors  associated with executing the commanded velocity depend on the 

commanded correction and on the randomly selected values of the basic e r ro r s .  
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x, y, and z as subscripts indicate components along the 
coordinate axes 

Kbi = bias e r r o r  coefficient (velocity units) 

Vgi = bias velocity (autopilot) error in  the 8 direction 
(velocity units) 

Vgi = bias velocity (autopilot) e r r o r  in  the 8 direction 

K 

boi = e r r o r  in orientation in  x-y plane (radians) 

68, = e r r o r  in orientation out of x-y plane (radians) 

The random e r r o r s  can be correlated between corrections in  several  ways. 

(velocity units( 

= proportional e r r o r  coefficient (dimensionless) 
Pi 

A simple type of correlation is included by selecting a component of the basic 

e r rors . tha t  is constant for all corrections of a particular flight. 
component is selected for each time. 

component is Ao, and the covariance matr ix  for the variable component 

The other 
The covariance matr ix  for the fixed 

The estimated covariance matrix of execution e r r o r s  is used in forming 
the a pr ior i  estimate for the next correction time. 

The equation is 

T E,, = G . A i  1 C i  

I -  

where A i  = estimate of hAi 

This estimate neglects any correlation between corrections. 

10. Actual Correction 

The actual correction velocity is simply the sum of the commanded 
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11. Actual Deviations a t  Time i 

At any time after the f i r s t  correction the actual deviations a r e  given by 

where (Vi + bVi - 1) is added to the velocity pa r t  of 6XAi - 1. 

If the definitions a r e  made that Vo = 0 and 6Vo = 0, then the following 
general equation can be 

- - 

used for  

pi, i- 1 

all  cases.  

6xAi- 1 

"Ai- 1 

"Ai- 1 

.. . 

12. 13. 14. General Tracking Estimate 

The general tracking estimate is given by 

This estimate is not calculated separately in the simulation because the 
T matrix A WA may be singular. m - ?stead, the combined estimate is calculated 

since i t  does not require (A' WA) -. 
. .  

. .  
. t. 

. .  .. . , 
. . .  

, -  
. .  

. ,  
. .  ' . . . .  I 
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15. General A Priori Estimate 

F o r  all correction times after the f i r s t  the a p r io r i  estimate is the result  

of updating the sum of the previous combined estimate and the previous com- 
manded correction. The equation for the i - th  time is 

where 

- - 
Qi, i- 1 

0 I 
. . . . . ._ . . . .  

and i t  is understood that Vi - 
IF 

adds to the velocity pa r t  of the state vector. 

and Vo a r e  defined to be zero, then this equation is a l s o  correct  

for i = 1. 

The estimated covariance matrix of the a pr ior i  estimate for the i - th  time is  

&e CEO = and Eav can be defined to be zero, the equation is valid 
0 

even for i = 1. 
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SEQUENCE OF CALCULATIONS IN SIMULATION 

. Figure 2 shows a logical sequence for performing the calculations involved 
in the simulation (exclusive of processing the data). 

there a r e  two loops involved. 

corrections for each correction time on a randomly selected trajectory, and 

the second loop selects the trajectories. 

It should be noticed that 
The f i r s t  loop calculates the deviations and 

The input tape used is normally generated by TAPP-I and contains the 

updating partials and tracking matrices.  

sample values that a r e  used as input fo r  the processing routine. 
The output tape is used to s tore  the 

. .  

-. 
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FUNCTION OF THE PROCESSOR 

. The processor is the routine used to calculate the desired statist ics f rom 

the sample values resulting from the simulation. 

statist ics may prove useful from time to time. 

sample values from the simulation 

storedon tape, even though some of them a r e  not now used. 

will not be necessary to modify the simulation output tape whenever a new 

processor is programmed. 

Many different kinds of 
F o r  this reason all of the 

that are likely to be used are currently 
Thus, i t  probably 

The'inputs to the processor that a r e  available from the tape a r e  the 

following: 

. . 
6Xm, "Ei 

. a The current processor compiles cumulative distributions of s eve r a1 

variables of interest f rom the random samples generated by the simulation. 

Specifically, distributions of the following variables a r e  obtained: 

1. Components of actual weighted miss before each correction. 

' 2. Magnitude of actual.weighted m i s s  before each correction. 

3. 

4, 

Magnitude of correction velocity actually fired a t  each time. 

Components of actual weighted final miss. 
t .  

. 5. 'Magnitude of actual weighted final mise. 

. 6, Total midcourre velocity actually fired. 

. ,  

. .  
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EQUATIONS FOR PROCESSOR 

Since mis s  is never calculated explicitly in the simulation, i t  must be 
calculated in the processor. 

is calculated from 
The weighted miss before the i- th correction 

The weighted miss after the las t  (N-th) correction is calculated from 

, The velocity actually fired at each time i e  calculated by the simulation. 

The magnitudes of each of the above quantities a r e  calculated from 

T (yi + 6Vi( = FVi i 6vi) (vi t 6vi) 

The total velocity fired for  any one mission is 



SEQUENCE OF CALCULATIONS IN PROCESSOR 

Figure 3 shows a sequence f o r  making the calculations in  the processor. 
This is not necessarily the exact way that the program operates, but i t  is 

equivalent. 

The processor operation may be considered in two parts.  Firs t ,  the 
variables of interest  are calculated from the data supplied by the simulation. 

These variables a r e  misses and midcourse velocities in  the current processor. 
Second, the desired statistics a re  calculated. 

currently used. 
Cumulative distributions are 

The results of the f i r s t  phase of processing a r e  stored on a tape which is 
then read back as the input to the second phase. 

processing t h i s  tape is  read only once with no rewinding (an obvious advantage 

over rewinding), This is made possible by keeping track of the maximum and 
minimum values of each variable as i t  is calculated instead of searching the 

tape a t  the end. 

With the current method of 

. 

I 
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, 

I PROCESSING I 1 

SET k TO ZERO 

. .  JQ 
ADD 1 TOL 

. *_ 

READ IN ALL 
“AI, “AIr “AI, 
VI+ 8VlFORk 

DlSTRl BUTIONS *a 
INTERVALS 

STORE RESULTS 

ON TAPE 
FOR k-th CYCLE 

I CHECK FOR 
MAXIMA AND I MINIMA 

CALCULATE 
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I I 

CALCULATE 
SET I TO ZERO M’AF 

L 

I - 

I 

I t 

A D D 1 7 0 1  .I 

-I * 

V , 
ADD,$ + avll 

CALCUUITE TO. .Z IVJ+ 8VJl 
M’ AI J -  I ’  

J 
. 

L 

I 

I 
I 

J 

Figure 3. Procereor Calculation Sequence 
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INPUTS REQUIRED 

Inputs Required by TAPP-I1 

P a r t  of the inputs to TAPP-I1 are  made by hand, and the remaining inputs 

Additional manual inputs to TAPP-I are a r e  normally obtained from TAPP-I. 

also required in  order  to generate the data required by TAPP-XI. 

Manual Inputs to TAPP-II 

The injection and execution covariance mat r ices  a r e  manual inputs. These 
are: 

co = the actual injection covariance matr ix  

. t .  
= the estimated injection covariance matr ix  

. .. 
E, 

_ A  . -  
. .Ai i  = the actual covariance matr ix  of the independent 

portion of the execution e r r o r s  

h = the estimated covariance mat r ix  of the independent 
portion of the execution e r r o r s  

A,. = the actual covariance matr ix  of the correlated (bias) 
portion of the execution e r r o r s  

Several numbers necessary for bookkeeping purposes a r e  also required, 

These are: 

1. 

2. 

3. 

4. 

5. 

The number of measured physical constants 

The number of unmeasured physical constants 

The number of correction times (N) 

The number of random cycles (R) 

The number of levels to be used in  the cumulative distributions 
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Additional Inputs to TAPP-I  
I 

I The following inputs to TAPP-I a r e  required in  addition to the inputs 

required for  a normal TAPP-I  run: 

I. The midcourse correction times 

. 2. The physical constants to be considered, with the measured constants 
I 

~ 

first and the unmeasured constants second. 
I 

3. The components of m i s s  to be considered. 

Inputs to TAPP-I1 f rom TAPP-I  
~ 

i 
I 

The updating.and tracking accuracy data a r e  supplied by TAPP-I. These I 
are the following: 

1. Updating partials 

2. Normal mat r ix  fo r  times ti 
. .  

. .  

including the effects of orbit parameters  and the estimated physical constants. 

3. Matrix to account fo r  effects of physical constants not estimated. 

(ATWB), 

4. Part ia ls  of m i s s  with respect to orbit parameters  and all physical 

constants considered a t  ti. 

bM bM bM mq 5q-y 
.- - .  

Q ' -  

I 

.- 
.. -. 
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5. Actual tracking noise effect covariance matrix 

(A= WM W A ) ~  

These values are supplied to TAPP-I on tape. 

. .  . .  
. .  . 

1 .~ 
. ,  

. .  . . .  
. . . .  . .  , - ,  . -  . .  

8 
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MODES OF OPERATION 

Because of the large amount of storage needed for  the TAPP-I1 simulation 

While the use  of i t  will be necessary to write much of the information on tape. 

tapes may appear to be a disadvantage, i t  allows a t  l ea s t  three distinct modes 

of operation, which can be used to reduce computing time when thoroughly 

investigating a particular trajectory. 

MODE 1: 

The normal operating sequence for the Monte Carlo simulation is the 

following: . 

1. The TAPP-I program i s  read into core. It calculates all of the partial  

derivatives needed to run the simulation and to process  the data and writes them 

on tape. 
I. . . .,. 

2. The simulation program and the partial  tape a r e  read into core. This 

destroys the TAPP-I program, 

number of cycles and,writes the raw data on tape. 

The simulation calculates f o r  the desired 

3. The processor  program is read into core. This destroys the simulation 

program, but all of the partials a r e  saved. 

desired outputs f rom the raw data tape. 

The processor  then calculates the 

All  of these steps a r e  done automatically in the normal (first  run) case, 

but the tapes containing the partials and the raw data can be saved f o r  re-runs.  

MODE 2: 

Re-runs can be made with the same partials by simply starting with Step 2. 

This saves the time required to calculate the par t ia ls  when things other than 

the trajectory, correction times, or variables considered a r e  changed. 

’ MODE 3: 

s If only the method of processing the data is changed, the calculations can 

begin a t  Step 3 with the addition of reading in the partial  tape, since the par t ia ls  

will not already be in core for  this case. 
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A third type of re-run is the calculation of a new type of miss from 0 
previously obtained raw data. 

the required partials with TAPP-I. Since two different kinds of miss can 
normally be specified, this third type of re-run would be required only if a 
third type of mis s  were needed. 

of three types of mis s  is low, this type of calculation is not included as a 

separate mode. 

running twice in  Mode 1. 

F o r  this re-run i t  is necessary to calculate 

Since the probability of needing distributions 

If such a result  is actually necessary, i t  may be obtained by 

i 
, 
i 
I 
I 
~ 

_ .  . . .  .. _ _ . . .  .... ~ . .  i -.. i 

. .  
. I  . .  

. -  . . . . . ._ . . . . . . .  I 
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